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.., We will represent games in two different ways 

.., We will represent games in two different ways 

.., This is just a way to schematizing t he game and in genera l it ma kes t he analysis 
simpler 

Normal form 

e normal form consists of: 

.., The list of players • 

.., The strategy space 

.., The pay-off fun ctions t 

Normal form 

T he normal form consists of: 

.., The list of players 

.., The strategy space 

.., The pay-off funct ions 

0 Ac<il.0111~ 1)15-eoiv115lf.s 
f;f>I (,kl> fr t, 

'0 ot,'DbN > v-'&,O . 

There is no mention of rules or ava il able information. Where is t hi s hidden? 



When there a few players (2 or 3) a matrix i 
form . 

Matching-Pennies Par Nones - Simultaneous 

A plays first, then B 

(1 , 1) 

AIA °"' 1, (1000,-1000) 
2, (-1000,1000) 

Prisoner's Dilemma 

(u,.,VP;.J 

(2, 1) 
(-1000,1000) 
(-1000,1000) 

(2, 2) 
(-1000,1000) 
(1000,-1000) 

There are two players I = {1, 2} that are members of a drug cartel who are both 
arrested an imprisoned. Each prisoner is in soli tary confinement with no means of 
communicating with the other. The prosecutors lack enough evidence to convict the 
pair on the principal charge so they must settle for a lesser charge. Simultaneously, the 
prosecutor offers each prisoner a deal. Each prisoner is given the opportu nity to either 
1) bet ray t he other by testifying t he other committed the crime or to 2) cooperate 
with t he other prisoner and stay silent. 



Prisoner's Dilemma 

The strategies of player 1: 
51 = {betray1 , si lenti}. 

Prisoner's Dilemma 

The strategies of player 1: 
51 = {betray1 , silent1}. 

The strategies of player 2: 

Prisoner's Dilemma 

The strategies of player 2: 
52 = {betray2, silent2 }. 

The utility function of the players is given by: 

Prisoner's Dilemma 
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.., This is in many case t he most natural way to represent a way, but always not the 
most useful 

.., This is in many case t he most natural way to represent a way, but always not the 
most useful 

.., A famous game theorist once told me the extensive form was for "weak minds" -
the normal form should suffice to analyze any game 
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• A famous game theorist once to ld me the extensive form was for "wea k minds" -
the normal form should suffice to analyze any game 

.., I'm clearly far from being so bri lli ant .. and thus use the extensive form all the 
time 
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time 

.., To represent the game in extensive form yo u need : 
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the normal form should suffice to analyze a ny ga me 

.., I'm clea rly far from being so brilliant .. and thus use t he extensive form all t he 
time 

.., To represent the game in extensive form yo u need : 

.., A list of players 

.., This is in many case the most natural way to represent a way, but always not t he 
most usefu l 

.., A fa mous ga me t heorist once told me t he extensive fo rm was for "weak minds" -

the normal form should suffice to analyze a ny game 

.., I'm clea rly far from being so brilliant .. and thus use t he extensive form a ll t he 
time 

.., To represent the game in extensive form yo u need : 

.., A list of players 

.., The information available to each player in each point in t ime 

.., This is in many case the most natural way to represent a way, but always not the 

most useful 

.., A fa mous ga me t heor ist once told me t he extensive form was for "wea k minds" -
the norma l form should suffi ce to analyze a ny game 

.., I'm clea rly far from being so brilliant .. and thus use t he extensive form all t he 
time 

.., To represent the game in extensive form yo u need: 

.., A list of players 

.., The information avai lable to each player in each point in t ime 

.., The actions available to each player in each point in time 



.., This is in many case the most natural way to represent a way, but always not t he 
most usefu l 

.., A famous game t heorist once told me t he extensive form was for "wea k minds" -
the norma l form should suffice to analyze any ga me 

.., I'm clea rly far from being so brilliant .. and thus use t he extensive form all t he 
time 

.., The extensive form is usua ll y accompanied by a visua l representation ca ll the 
"ga me tree" 

.., The extensive form is usua ll y accompanied by a visua l representation call the 
"game tree" 

.., Each node where a branch begins is a decision node, where a player needs to 
choose an action 

.., The extensive fo rm is usua ll y accompanied by a visual representation call the 
"ga me tree" 

.., Each node where a branch begins is a decis ion node, where a player needs to 
choose an action 

.., I two nodes are connected b a dotted lin , it mea ns they are in the sa me 
in formation set 1. e., t e player is not sure in which node she ,is.in ) 



Matching-Pennies (Pares y Nones) - Sequential 

(1000, 10001 : ~A I U~ 

(-1000,1000) 

Ao 

(-1000,1000) 

(1000,-1000) 

Pares o Nones I 

Matching-Pennies (Pares y Nones) - Simultaneous 

(1000,-1000) 

Ba rt 

(-1000,1000) 

(-1000, 1000) 

Bart 

(1000, -1000) 

Pares o Nones 11 

[-1@, (O()J) 
/ I (:-!o<P, roro) 

~ C@1-1oao) 
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Some important remarks 

Theorem 
Every game can be represented in both forms ( extensive and normal} The 
representation you choose will not alter the analysis, but it may be simpler to do the 
analysis with one form or ano A norma or evera extensive 

ns ut every extensive form has a single normal form equivalent to it ; 
however, all of the results we will see use are robust to the re resentation used. 
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Centipede Game 

Suppose there are two indiv idua ls Ana and Bernardo. Ana is given a chocolate. She 
ca n stop t he ga me and keep t he chocolate or she ca n cont inue. If she cont inues, Ana's 
chocolate is taken away and Bernardo is given two. Bernardo ca n t hen stop t he game 
and keep two chocolates (a nd Ana wil l get zero) or can cont inue. If he continues , a 
chocolate is taken away from him and Ana is given four. Ana can stop t he game and 
keep 4 chocolates (and Bernardo will keep one) , or she can cont in ue, in which case t he 
ga me ends with t hree chocolates for each one. 

Centipede Game Ji 4 

T he extensive form is 

{1,0) (0,2) (4,1) 

Centipede Game 

The normal form is 

C p 

C,C 3,3 0,2 

7( C, P 4,1 0,2 
P,C 1,0 1,0 
P,P 1,0 1,0 

, 



Consider the following ga me in extensive form: Sc=~ ~, Yr {; \ . 

S.: ~ lf 1 ?~ ~ Q.,c..) ~ L Ml);(_n,u)( 
C, ~AfoO G.~o 

-~M.A 

The normal form is: 

( z 3, l 0,0 3, I O,O 

Consider the following ga me in extensive form 

ad' noad' 

SA'~~~ I ~ ) I~ ,IJAJ.)·, ff!/J) (t>f, ~) \ 
A'/f/lSo 
!IQ 

The normal form is: 

(E,ad) 
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.,_ We would like to know how people are going to behave in strategic situations 

.,_ We would like to know how people are going to behave in strategic situations 

Ill-- This is much more difficult than it seems 

.., We would like to know how people are going to behave in strategic situations 

.., This is much more difficult than it seems 

.., The concepts that have been developed do not pretend to predict how t he 
individuals will play in a strategic situation or how t he game will develop 



.,_ We would like to know how people are going to behave in st rategic situations 

.,_ This is much more difficult t han it seems 

.,_ The concepts that have been developed do not pretend to predict how the 
individuals will play in a strategic situation or how the game will develop 

.,_ Solution concepts will look for "stable" sit uat ions 

.,_ We would like to know how people are going to behave in st rategic situations 

.,_ This is much more difficult t han it seems 

.,_ The concepts that have been developed do not pretend to predict how the 
individuals will play in a strategic situation or how the game will develop 

.,_ Solution concepts will look for "sta ble" sit uat ions 

.,_ That is, strategies where no individual has incentives to deviate or to do 
something different , given what others do . 

.,_ We would like to know how people are going to behave in strategic situations 

.,_ This is much more difficult t han it seems 

.,_ The concepts that have been developed do not pretend to predict how the 
individuals will play in a strategic situation or how the game will develop 

.,_ Solution concepts will look for "sta ble" sit uat ions 

.,_ That is, st rategies where no individual has incentives to deviate or to do 
something different , given what others do . 

.,_ This is a concept equivalent to genera l eq uilibrium , where given market prices, 
everyone is opt imizing, markets empty, and the refore no one has incentives to 
deviate , but nobody told us how we got the re. {Jf//llt (the Wa lrasia n 
auct ioneer?) 
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Static games with complete information 

• Games where all players move simultaneous ly and only once 

Static games with complete information 

.., Games where all players move simultaneous ly and only once 

.., If players move sequentially, but can not observe what other people played, it's 
eq ui va lent to a static game 

Static games with complete information 

.., Games where all players move simultaneously and only once 

.., If players move sequentia lly, but can not observe what other people played, it 's 
equivalent to a static game 

.., Only consider games of complete information (a ll players know the object ive 
functions of the ir opponents) 



Static games with complete information 

• Games where all playe rs move simultaneous ly and only once 

.., If players move sequentially, but can not observe what other people played, it's 
eq ui va lent to a static game 

.., Only consider games of complete information (al l players know the objective 
functions of their opponents) 

.., These are very restrictive conditions but they wil l a llow us to present very 
important concepts t hat wil l be easy to extend to more complex games 

• Games wher all players move simultaneous! and only once 

.., If players move sequentially, but can not observe what other people played, it's 
eq ui va lent to a static game 

.., Only consider games of complete information (al l players know the objective 
functions of their opponents) 

.., These are very restrictive conditions but they wil l a llow us to present very 
important concepts t hat wil l be easy to extend to more complex games 

• As each player faces one contingency, the strategies are identical to the actions. 
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Static games with complete information 
Dominance of Strategies 

Dominance 

.., Intuitively if a strategy Si always results in ~ tility than s;, regardless of 
the strategy fo llowed by the other players then the strategy sf should never be 
chosen by individual i 



Dominance 

s; strictly dominates s; i no matter what the opponent does, s; gives a better payoff 
to i than s; 

Definition 
Lets; , s; be two pure strategies. Then we say thats; strictly dominates s; if f~ 

~ u;(s; , s_; ) > u;(s; , s_;). 

Dominance 

A pure strategy s; is strictly dominant if s; strictly dominates every other st rategy s; 

Definition 
Lets; be a pure strategy of player i. Thens; is strictly dominant if for a ll sf =/:- Si, s; 
stri ct ly dominates sf. 

Dominance 

Ill>- Intu it ively if a strategy s; always results in a greater utility than sf, regardless of 
the strategy fo llowed by the other players then the strategy sf should never be 
chosen by individua l i 

Dominance 

Ill>- In tuit ively if a strategy s; always results in a greater utility than sf, regardless of 
the strategy fo llowed by the other players then t he strategy sf should never be 
chosen by individual i 

I ' Ill>- We can eliminate any strategy that is strictly dominated 



Dominance in the prisoners di lemma 

.,_ NC dominates C for both individuals 

Dominance in the prisoners dilemma 

- .-\?~~"1)0 :: ~c., oc) 
t 

~ NC dominates C for both individuals 'f A(,Gb ~ ~Z.,.} 
~ (NC , NC) is not a Pareto Optimum . \ 

I ,-, (, 'C.. tJC) --:q le, ()I &~~A-?V.> 
l..--i, ~ , '7'1c:..E1"Q". 

Dominance in the prisoners dilemma 

C NC 
C 5,5 0,10 

NC 10,0 2,2 

.,_ NC dominates C for both individuals 

~ (NC , NC) is not a Pareto Optimum . 

.,_ W hat happened to the first welfare theorem? Is it incorrect? 

Dominance (iterated) 

Consider thi s game 

s, 

.,_ Player 1 has IJ.2_,_Sfiltegy that is strict ly do~ted 



Dominance (iterated) 

Consider this game 

A 5, 5 0, 10 3, 4 

B 3, 0 2, 2 4, 5 

Ill>- Player 1 has no st rategy that is strictl y dominated 

..,_ b dominates a fo r player 2, thus we ca n eliminate a 

Dominance (iterated) 

Consider this game 

A 5, 5 0, 10 3, 4 

B 3, 0 2, 2 4, 5 

Ill>- Player 1 has no st rategy that is strictl y dominated 

..,_ b dominates a fo r player 2, thus we ca n eliminate a 

.., P layer 1 would foresee thi s .. 

Dominance (iterated) 

A 0, 10 3, 4 

B 2, 2 4, 5 

..,_ B now do minates A for playe r 1 

Dominance (iterated) 

A 0, 10 3, 4 
B 2, 2 4, 5 

.., B now dominates A for playe r 1 

.., Player 2 would foresee t his (that player 1 foresees that 2 wil l not play a, and t hus 
he will not play B) 



Dominance (iterated) 

I B I 2,b 2 I / s I 

~ Player 2 wou ld play c and player 1 wo uld play B 

Dominance (iterated) 

~ Player 2 wou ld play c and player 1 wo uld play B 

..,_ We have reached a solution (8, c) 

Dominance (iterated) 

~ Player 2 wou ld play c and playe r 1 wo uld play B 

..,_ We have reached a solution (8, c) 

.., This is known as Iterated Delet ion of Strictly Dom inated Strategies (10 50 5) 

Dominance (iterated) 

I B I 2.b 2 I / s I 

.., Player 2 would play c and player 1 would play 8 

..,_ We have reached a solution (B, c) 

.., This is known as Iterated Deletion of Strictly Dominated Strategies (1050 5) 

..,_ The equi librium is the set of strate ies not the 



IDSDS 

Definition (Solvable by IDSDS) 

A game is solvable by Iterated Deletion of Strictly Dominated Strategies if the 
result of the iteration is a single strategy profile (one strategy for each p~er) 

IDSDS 

.., Two key assumptions: 

IDSDS 

.., Two key assumptions: 

.., 1) Nobody plays a strictly dominated strategy (that is, the agents are rational) 

IDSDS 

.., T wo key assumptions: 

..,_ 1) Nobody plays a strictly dominated strategy (that is, the agents are rational) 

.., 2) Everyone trusts others are rational (i.e., they do not play stri ctly dominated 
strategies). That is, agents' rationality is common information 



IDSDS 

.., Two key assumptions: 

... 1) Nobody plays a strictly dominated strategy (that is , the agents are rational) 

... 2) Everyone trusts others are rational (i .e., they do not play strictly dominated 
strategies). That is , agents' rationality is common information 

IDSDS 

.., Two key assumptions: 

.., 1) Nobody plays a strictly dominated strategy (that is, the agents are rational) 

... 2) Everyone trusts others are rational (i .e., they do not play strictly dominated 
strategies). That is , agents' rationality is common information 

.., Is the order of elimination of the strategies important? No 

IDSDS 

.., T wo key assumptions: 

.., 1) Nobody plays a strict lx dominated strategy (that is , the agents are rational) 

... 2) Everyone trusts others are rational (i .e., they do not play strictly dominated 
strategies). That is , agents' rationality is common information 

~ Is the order of elimination of the strategies important7(;D 

Iii> Not all games are solvable by IDSDS 

Battle of the sexes 

G p 

G 2,1 0,0 
P 0,0 1,2 

Iii> No strategy is dominated for either playe r 


