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• The basic ideaoftheproofforth;sproposit ion is e,,:actlythesamethatwe saw in 
the repeated prisoner's dilemma 

• All past payoffs a re sunk 

• In the last period, the incentives of all playersareeXilctlythesameasifthegame 
were being played once 

• Thus all players must play the stage game Nash equil ibrium act ion regardless of 
the historyofp layuptothatpoint 

• Knowing that the stage game Nash equil ibr ium is go;ng to be played tomorrow, at 
any informa t ionset , wecanignorethe past payoffs 

• We concentrate just on the payoffs in the future. Thus in period T- 1. playeri 
simply wa nts to maximize 

• Whatplayeriplaystodayhasnoconsequencesforwhathappensinperiod T 
since we saw that all players wil l play a• no matter what happens in period T - l 
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• Whatplayeriplaystodayhasnoconsequencesforwhathappensinperiod T 
since we s.aw that all players wil l play a• no matter what happens in period T - l 

• So, the maximizat ion prob lem above isthes.ameas 

• Thus again, for this to be a Nash equ ilibrium, we need af-1 = ai, , a~- 1 = a; 

• Whatplayeriplays todayhasnoconsequencesforwhat happensinperiod T 
since we saw that all players w;I I play a" no matter what happens in period T - l 

• So.the maximizat ion prob lem above is the same as 

• Thus again, for this to be a Nash equ ilibrium, we need af-1 = a;, ... ,.~-1 = a~ 

• Following exactlythis;nduct ion , wecanconcludethat everyplaye rmust play a/ 
atalltimesandall histories 
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Mo,ethanone NE in the stage game 

'" What wou ld happen if there are mo,e th an one NE of the stage game? 

• What wou ld happen if there are mo,e than one NE of the stage game? 

• Supposeinsteadthatthestagegame looks asfollows 

A2 Bi C2 
A1 0,0 0,0 
81 4, 4 1, 
c, 0. 0 1 3. 

• lf t hegame isonlyplayedonce 
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'" T here are two pure strategy Nash equilibria: (A1 .A2) and (C1.C2) . 

'" (81, &,,_) is not a Nash equilibrium if thegameisonlyplayedonce 

'" lfthe game isonly played once 

'" There are two pure strategy Nash equil ibria: (A1,Ai) and (Ci.Ci) 

• (Bi,Bi) is not a Nash equi li brium if the gameisonlyplayedonce 

'" In the one-shot game. the Nash equilibr ia are ineffic ient becauM;theyare Pareto 
dominated 1:,y(B1.&,,_) 
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• Play ing t he NE of the stage game in every period is a SPNE in t he repea ted game 

• The logic is the s.ime as when the re is a single NE 
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2. PlayA1 at a llh ,Storie> inperiod2 

• Player2's strategyisgiven by: 
l. Play A2 inperiodl 
2. PlayA2 at allh i>torie,in period2 

• Always playing (C1, C2) is a SPNE 

• Player l 's strategy is given by · 
l. PlayC,inperiod l. 
2. PlayC1 at allhi$torie> in p<:riod2 

• Player2's strategyisgiven by: 
l. PlayC2 inpe,iodl : 
2. PlayC, atallhi>torie, in period2 
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• Combini ng NE of the stage game is also a SPNE 
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• Whatmakesa repeatedgameinterestingiswhen playersp laystrateg ies inSPNE 
that condit ion on what happened in the past 

• T his could not happen when the stagegame had a unique NE 

• In the last period , all playerswererequi,ed to play the unique NE action after al l 
histories! 

• Th isis un inte re5tingsince Nash equil il>ria are played in every period 

• But are the re more? 

• TheSPNEthatwe"veconsidered.playersa lw.,~playst,ategies thatdonot 
condition on what happened in the J)ast 

• Whatma ,;e5 arepeatedgame interestingiswhen playersp layst,ateg ies inSPNE 
that condit ion on what happened in the past 

• Th is cou ld not happen whenthe stagegamehada unique NE 

• In the last period, all players were required to play the unique NE action afte r al l 
histories! Why? 

• To see this, suppose that a history (a1,.>;i)was played in period I resulting in 
payoffs from period I of(x, y) 

• To see this, suppose that a history{a1, o1:1)wasplayed in period I resulting in 
payoffs from period I of(x,y) 

• T hen the norma l form ofthe s<Jbgame startingin period2isgiven by 

A, x ,y) + J(l.l x ,y) + J(0.0 x ,y) + J(0.0 
8 1 (x,y)+J(0,0} (x ,y)+J(4,4) (x,y)+J(i,S) 
C, (x,y)+J(0.0) (x,y)+J(S. l ) (x,y)+J(3.3) 

• Sinceweare justadding thesame(x.y)toeach cell and multiplying by 0, the 
Nashequi lil>rium rema ins unchanged fromtheoriginalstagegame 



Proof 

Proof 

Proof 

I> Sincewearejustaddingthesame(x,y)toeachcellandmultiplyingby.l, the 
Nashequ;! ibrium rema ins unchanged fromtheoriginalstagegam e 

I> The set of Nash equ ilibria of th;s subgame is given by (A1, Ai) and (C1, Ci) 

I> Sinceweare justaddingthesame(x,y)toeachcell and multiplying by 0, the 
Nash equil ibrium rema ins unchanged fromtheoriginalstagegam e 
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I> Since wea,e justaddingthe same(x,y)toeach cell and multiplying by 0, the 
Nash equil ibrium rema ins unchanged fromtheoriginalstagegame 

I> T he set of Nash equ ilibria of this subgame is given by (A1, A2} and (C1. C2} 

I> Thus after any hist0<y, the set of pu re strategy NE are (A1, A2} or (C1 , C2) 

I> Since SPNE requires Nash equ ilibri um ineverysubgame, th is means that after 
any hist0<y, {A1, A2} or (C1, C2) must be played 

I> Considerthefol lowingstrategyprofile, wherewepunish in / : 2ifwedon't play 
{81 , 8:i) int = l 
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I> Considerthefol lowingstrategyprofile, wherewepunish in / : 2if we don't play 
{81 , 8:i) int = l 

I> Anna plays the follow ing stra tegy· 
l. PlayB1 inper;odl 
2. Play A1 inper;od2if anythingother t han(81.B,),Spla~ inper;odl 



ofile,wherewe punish in t=2 ifwedon't play I> Consider the fol lowing strategy pr 

{B, ,B.,) in t= l 

I> Anna plays the fol~;"g strategy: t han (8, , 8,) i, pl~ in period I 

!: ::: ~: :~ :;:: ~ :; (~'.:fi:t:1: •~ in period l 3. Play C, m per 

I> Bobplaysasimilarstrategy 

ofile,wherewe punish in t=2 ifwedon't play I> Consider the fol lowing strategy pr 

{B, ,B.,) in t= l 

l> Annaplaysthefol~;ngstrategy: h t han(B,,B.,)ispl~ inperiodl 

!: :::: ~: :~ :::: ~ :; (~'.:fi:tpl: '~ in period l 3. Play C, m pe 

I> Bobplaysasimila.rst;ategy: n B, , B.,)ispl~ inperiodl 

!: ::::! :~ :;:: 2 ifanythin&oth•rtha ( 

• Coo,ide, ,h, foll= io, '""'" ~ofil,, whe,, = aooi,h io '~ 2 if =l doo' ,1,, 
{B, ,B,)io ,~f . ( 

I> Anna playsthefol.lowingstr.at '"_· (_B!..:.fil.i_•Pl~ inperiodl,. t:P5o 
I. ~ ifa nythingoth1e,~ai~ ~ 
~- :i}l:~ ~;iod2 if ~ 

I> Bobplaysasim,la_rstrategy . othe, than(B,_-B.,)ispl~ inpe,iodl 

1. ~ ifa nyth,ng_~inperiod l . 
2. ~ 'iod2 if(B,,B.,),.pla 

E•t ·~~~~ -·· 
observl.'d in the first pen:~·r!m: bg 11(8,,/h) is . t he following norm 

observation admits N0<ma l F0<m 

"thapayoffof(4 , 4)addl.'dto eachbox I> The subg_a m~ is jus~ the orig inal game w1 

andmult,ply,ngby thenthep,eferencesofplayersare 
I> If we add thesameutilitytoall boxes, 

completely unchangl.'d 

C.u111\/r-c) 

~t Fvwr"?r. 



• Thesubgameisjust the orig inalgamewitha payoffof(4 , 4)added to each box 
andmultiplyingby J 

• If we add thesameutilitytoall boxes.then the preferences of players are 
completely unchanged 

• ThereforethesetofNashequilibr iaa,ethesame inthissubgame as in the stage 
game 

• Thesubgameisjust theorig inalgamewitha p;,yoffof(4.4)added to each box 
andmultiplyingbyJ 

• lfweaddthes.ameutilitytoall boxes.then the preferences of players are 
completely unchanged 

• ThereforethesetofNashequilibr i,i,irethesame inthissubg,ime,is in the st,ige 
game 

• So it is a Nash equilibrium in this subgame for players to play {A1,Ai) , wh ich is 
consistentwith thesna tegythatweproposed 

• Let us nOW'c he<::kthatafte r observing(n 1,o2) # (B1,B:z) , then it isa Nash 
l'qLiilibrium in the subga meforplayerstoplay(C,,C2) 

• Let us nOW'c he<::kthatafte, observing(o , , 02) # (81,8:z) , then it isa Nash 
equilibrium in the subgame forplayerstoplay(C1.C2) 

• lf(o1,o 2} # {81, B:z) isobservedtherearesomepayoffs(x, y) such that the 
subgameinducesthefol lOW'ingnormal form 

A1 (x , y)+J(l,1) (x,y)+J 0,0) (x,y)+J(0,0) 
B1 x,y + J(0.0 x ,y) + J(4,4 x ,y + J(l,5 
C1 (", Y)+J(0.0) (", Y)+J(5, I ) (", Y)+J(3.3) 

• Again in this case, notethatweare sim plyaddingthe s.amepayoffprofile (",y)to 
e~ryboxandmultiplyingby J 

• Again in this case, note thatwearesimplyaddingthesamepayoffprofile(x,y)to 
everyboxandmultiplyingbyJ 

• T herefore, the Nashequ ilibriumisaga inthe setofNashequilibriumofthe original 
stage game 

• Again in this case, notethatweare simplyaddingthes.amepayoffprofile(x,y)to 
e~ryboxandmultiplyingby J 

• Therefore, theNashl'qu ilibriumisaga inthesetofNashequilibriumoftheoriginal 
stage game 

• lnthissubgame, it is a Nash equilibrium forplayerstoplay(A1,A2) 

Lul.\tVf c) 

~t f-uwr'?o 

<s ( 



• Wehave checkedthatthestra tegyp,ofilewas indeedaNashequilibriuminall 
subgames thatbeginin period 2 
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whole game 

• Wehave checkedthatthestrategyp,ofilewas indeedaNashequilibriuminall 
subgames thatbeginin period 2 

• Theonlyother subgameisthewholegameitself 

• We needtochecktha t indeedthestrategiesconstitutea Nash equilibrium inthe 
whole game 

• Todothis , we alreadyspecifiedtheplayatall informa t ionsets inthesecond 
pe, iod 

So we can simpl ify the game which gives the follow ing game tree 

{l + J,l+tl) (tl,tll(tl, J) 

(J,J) (4+ 36.4+ 36) (J,J) (3+ ,U+J) 

(S+tl.l + J) 

T he normal form of th is game (cond it ional on what happens in T = 2) is 

A; 

'·' 4+ 36, 4 + 3J l +J, S + J 
s +J. 1 +J 3+J.3+J 

• lnthisgamethebest responseforplaye r iis 

{
A, J,_, , A_, 

( ) 8; i.fL; =B_; &4 + 3Je': 5 +J 
BR;s- ; = C; ifs_,= 8 - ; & 4 + 3J':'::5+J 

C. ,fs_1 = C, 

• lnthis gamethe bestresponseforplaye, iis 

{

A, ifL, ,A_, 

BR,(s_;)= B; ifs_; = B- ; &4 + 3J;:>:5+J 
C; 1fL;= 8_; &,4 + 3J':'::5+J 

C; ifs_;=C; 

• (81, fh.) is a Nash equi librium if 4 + 3J e': 5 + J 



• lnthisgamethebestresponseforplaye, iis 

lA, ifL, ,A_, 

BR,(s_,)= B; ifs_, = B- ; &4 + 3<5 c'. 5+cl 
C; ofL; =B-; &:4 + 3'5 $ 5+0 

C; ifs_, =C; 

• (81, fh.) is a Nash equi librium if 4 + 3,5 c'. 5 + f, 

• (81, fh.) is a Nash equi librium if ti > 1/ 2 

• lnthisgamethebest responseforplaye r iis 

lA, i<,_, , A_, 
( ) 8; i.fL; =B_; &:4 + 3'5 2'. 5 + 0 

BR;s- ; = C; ifs_;= B- ; &4 + 3'5 $ 5+0 

C; ,fs_, =C, 

• {81, fh.) is a Nash equi librium if 4 + 3,5 c'. 5+ cl 

• {81, fh.) is a Nash equilibrium if cl > l 

egy profile definedforAnna and Bobat thebeginn ingof thissection is 
indeed a subgame perfect Nash equilibrium ifplayers value thefuture enough 
{i! > 1/ 2) 

• lnthisgamethebest responseforplaye r iis 
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( ) 8; i.fL; =B_; &:4 + 3'5 2'. 5 + 0 

BR;s- ; = C; ifs_;= B- ; &4 + 3'5 $ 5+0 

C; ,fs-; =C, 

• {81, fh.) is a Nash equilibrium if 4 + 3,5 c'. 5+ cl 

• {81, fh.) is a Nash equi librium if cl> 1/ 2 

• T he st rategy profile definedforA nnaand Bob at the ~ginn ing of this section is 
indeed a subgameperfect Nash equilibrium ifplayersvalue thefuture enough 
{i! > 1/ 2) 

• lfplayers value thefuture enough (O> 1/ 2}, the n the future pr ize isv,,::,rththe 
short term loss 

• Whatisthe ta ke awayof thisexercise? 
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• In the repeated Prisoner's Dilemma, the stage game (played just once) had just 
one Nash equ ilibrium 

• The only subgame perfect Nash equ ilibrium was to play t he Nash equilibrium of 
thestagegame in everyperiod 

• lnfact,one can proV<!gene ral ly thatifthestagegamf! has only one Nash 
equilibrium then in t he repeated game with that stage game, the un iq ue subgame 
pe,fectNasheq<Jilibr ium requ ires the Nash equi librium to be played in allpe, iods 
and all information sets 

• Whatisthetakeawayof thisexercise? 

• In the repeated Prisone r' s Dilemma, the stage game (played just on" ) had just 
one Nash equ ilibrium 

• The only subgame perfect Nash equilibr ium was to play the Nash equilibrium of 
thestagegamein everyperiod 

• In fact.one can provegene,al ly thatifthestagegame hasonlyoneNash 
equilibrium then in t he repea ted game with that stage game, t he un ique subgame 
perfect Nash equi libr ium requ ires the Nash equ ilibrium to ~ played in all periods 
and all information sets 

• In contrast , in this game, we saw tha t there was a subgame perfect Nash 
equilibrium in which an action profile (81. fh.) that was not a Nash equi librium of 
thestagegamewasplayedin period 1 



• Whatisthe ta ke awayofthisexercise? 

• In the repeated Prisoner' s Dilemma, the stage game (play<?d just on" ) had just 
one Nash equ ilibrium 

• The only subgame perfect Nash equilibr ium was to play the Nash equilibriu m of 
thestagegameineveryperiod 

• In fact, one can p,~ gene ral ly t hat if the stage game has only one Nash 
equilibrium then in t he repea ted game with that stage game, the un ique subgame 
perfect Nash equilibr ium requirestheNashequi libriumtobeplay<?dinallpe,iods 
and all information sets 

• In contrast , in this game, we saw tha t there was a subgame perfect Nash 
equilibrium in whic h an action p,ofile (81. B.,) that was oot a Nash equi librium of 
thestage game wasplay<?<lin period 1 

• ;:~~dw:: ~::~~ ~~:;ip:'.~h~ rt: in ~ha~ e stage p me that 

• Arethereanyotheract ion p,ofilesthat can be play<?d in t he first pe riod? 

A2 B., C2 
A1 l .l 0,0 0,0 
B1 0,0 4,4 
C1 0. 0 S.l 

• Arethereanyotheraction p,ofilesthat can be play<?d in t he first pe riod? 

A2 B., C2 
A1 l . l 0,0 0,0 
B1 0, 0 4,4 1,5 
C1 0.0 S.l 3.3 

• Supposethattheplayerswere toplay(A1,B., ) in the first per iod 

• Arethereanyotheraction profiles t hat can beplay<?d in t he first pe riod? 

A2 B., C2 
A1 1,1 0,0 0,0 
B1 0, 0 4,4 1, 5 
C1 0, 0 5, 1 3, 3 

• Supposethattheplayersweretoplay{A1,B.,}inthefirst pe,iod 

• Arethereanyotheract ion p,ofilesthat can be play<?d in t he first pe riod? 

A, 
B, 
c, 

• Supposethattheplayerswere topla~ thefi r:;tpe rigd 

• Remember either (A1,A1) o, (C1, C2) must be played in any pu,e strategy SPNE 
after ahistory 

• Now let us argue that {A1, B.,) cannot be play<?d in period 1 in a SPNE 

• Now let us argue that ~ cannot be play<?d in period l in a SPNE 

• Supposeothe,wise 

• Now let us argue that (A1, £½) cannot be played in period 1 in a SPNE 

• Supposeothe,wise 

• No matter what happens in the second period, t here is no way A1 could be a best 
respon'>I.' against B. in the first period 



.. Now let us argue that {A1, B.) cannot l>e played in period l in a SPNE 

.. Supp05eothe,wi:,e 

.. No matter what happensinthesecondpe,iod, there is noway A1 could bea best 
respon'>l.'againstB;iinthefir<;tperiod 

.. The maximum p;,yoff tha t player 1 could get from playing according to th is 
"suppo'>l.'d"SPNE· 

.. Now let usarguethat{A1,B:,) cannot l>eplayedin period l ina SPNE 

.. Suppo'>l.'othe,wi:,e 

.. No matter what happensinthe'>l.'cond period, there is noway A1 could be a best 
respon:.eagainstB.inthefir5tperiod . 

.. The maximum payoff tha t player l could get from playing according to this 
"suppo'>l.'d"SPNE 

.. Now suppose that player 1 deviates to ( 1 instead ofplayingA1 

.. Now let us argue that {A1,B:,) cannot l>e played in period l in a SPNE 

.. Supp05eothe,wi:,e 

.. No matter what happensinthe'>l.'cond period , there is noway A1 could bea best 
,espon:.eagainstB.inthefir<;tperiod . 

.. The maximum payoff tha t player l could get from playing according to this 
"suppo'>l.'d"SPNE 

.. Now suppose that player 1 deviates to ( 1 instead ofplayingA1 

.. The worstthep;,yoffthat he could get in anySPNE 

.. Now let us argue that {A1,B.) cannot l>e played in period l in a SPNE 

.. Supp05eothe,wi:,e 

.. No matter what happensinthesecondpe,iod, there is noway A1 could bea best 
respon'>l.'againstB:,inthefir<;tperiod 

.. The max im um p;,yoff tha t player 1 could get from playing according to th is 
"suppo'>l.'d"SPNE· 

.. Now suppose that player l deviates to C1 instead of playing A1 

.. Theworst thep;,yoffthat he cou ld get in anySPNE 

.. S+J is always greate r than 38 

.. Now let usarguethat{A1,B:,) cannot l>eplayedin period l ina SPNE 

.. Suppo'>l.'othe,wi:,e 

.. No matter what hilRPf05 jg the '>l.'cond period, there is no way A1 could be a best 
respon:.eagainstB.inthefir5tperiod . 

.. !shuep;~'::u;p~rff tha t player l cou~ get from playing according to this 

~ Jui(C1,C2) =~ 

.. Now suppose that player 1 deviates to ( 1 instead ofplayingA1 

.. T heworstthe p;,yoffthat he could get in anySPNE 

~ ti_,1(A1.A2) "'® 

.. S+O is always greater than 3,5 

.. By playing C1 aga inst Bi, player 1 can guarantee a higher payoff 

.. Can therebeaSPNEinwhich (A1,Cz) is played in period l? 

.. Can therebeaSPNEinwhich (A1.C2) is played in period 17 

.. Can therebeaSPNEinwhich (A1,Cz) is played in period l? 

.. By playing A, against C2 , thebest that player I can hope for in aSPNE is: 



I> Can t herebeaSPNEinwhich (A,,C2) is played in period l? 

I> By playing A, against C2, thebest t hat player I can fiopeforin aSPNE is: 

I> The worst p.iyoffthat player 1 can obtain by playing C1 instead in per iod l is: 

I> Can t herebeaSPNEinwhich (A1,C2) is played in period l? 

I> By playingA1 aga inst ( 2,thebestthatplayer l can hopefc,, in aSPNEis: 

I> The worst payoff that player !can obtain by playing C1 instead in per iod I is· 

I> 3 + 0 is a lways greater than 3,5 

I> Can t herebe aSPNEinwhich (A1,C2) is played in period l? 

I> By playingA1 against ( 2,the bestthatplayer l can hope for in aSPNEis: 

u~ Ou1{C1,C2) = 38 

I> The worst payoff that player !can obtain by playing C1 instead in per iod I is· 

u1~?0u1~i'=3+J 

I> 3+0 is a lways greater than 3,5 

I> Thus , thereareincenti~todeviate 

I> Symmetrically t here cannot be any SPNE in which {81, A,) and (C1,A2) a re 
played in period! 

I> Symmetrically t here cannot be any SPNE in which (81, A2} and (C1,A2) a re 
played inperiodl 

I> We already know tha t (A1,A2),(8, , Eh.), (C, , Ci) can be played in a SPNE in 
pe,iodl 

I> Symmetrically t here cannot be any SPNE in which (81, A,) and (C1,A2) a re 
played in period! 

I> We already know that (A1.A2),(B1,B,_),(C1,C2) can be played in a SPNE in 
pe, iodl 

I> The rema ining question iswhether(C1,Eh_)can be played in period I 

I> (onside, the fol lowing strategy profile 

I> Player!~' strategy is: 

2. Play inpe,iod2 ifth,:lir<t pe,iodactionprofile wa(C,.C, 
! PlaCnperiodl ~ 

3. Play~ n period 2ifthefir<! period action proMe wasan ~ \her than (C1, C,,J 

1> Player2,'s tegyis 
I . Pia period! 
2. Pia period2ifthefirstpe,iodactionprofilewas(C1,C2) 
3. Play 1 period:2 ift helirst periodactionproWewasanythingotherthan (C1,C1) 

I> We know that the strategy is a NE in the subgames that start in I = 2 

Vi- ~ l I B~) f ~ u Z{_ G, Cc_) '.:: .L -f- $ J 
Ui (_G 1A0 r ~ U2-(_:-,,Ll.) -:: Or 3 ~ 
u~ Cc,1 c~') r ~ Ui (!tr Al,J -; ti t .L ~ 

1s~ ~ C2-
tti~ '?7;,+ 1 
Z13,Z Jf 
t£m-0 



• We know that the strategy is a NE in the subgames that sta,t in t = 2 

• But wha t about the whole game? 

So we can simpl ify the game which gives the following game tree 

(3ii.38) {4+3J.4+3J) (3J,3J) (3+8,3+8) 

(5 + 3J, 1+3J) 

The norma l form of this game (cond it ional on what happens in T = 2) is 

A, 
A1 1+3J.1+3J 

c, 
305 

4+3J. 4 + 3J 1+3J,5 + 3J 
5+38.l + '.M 3 +J, 3 + J 

• lnthisgamethebest responseforplaye r iis 

• lnthisgamethebestresponseforplayeriis 

• lnthisgame thebest responseforplaye r 2is: 

• lnthisgamethebest responseforplaye r iis 

• lnthisgamethebestresponseforplayer2is· 

• An equilii)rium outcome of this game is to play ((1, Bi) in period 1 and (C1, C2) 
in period2if6 = I 

• There are othe r SPNE that results in the same equilii)rium outcome 

• For e~ample consider the following SPNE 

• Playerl'sstrategyis: / 

~: ::::J~ :;;;~ ~·i_f the fi_~t ,,,:,iod action p,ofilp W>l anyt hing.other than ( C,, 8.,) 
3. Pia~~ ~ period 2 ,f the fir"St period action p,of, le was {f!JW 

~: ::: ;· 2'i~ ·:::r// 
3. Pl/~ npe,iod2 i_fthefi_~t pe,iodactionp,ofilewa,;myt hin otherthan C,Bi) 
4. Pla~ npe,iod2 ,fthefir,aperiodactionp,of<le wa, ~ . 

• We know that the strategy is a NE in the subgames that start in t = 2 



• We know that the strategy is a NE in the subgames that sta,t in t = 2 

• But wha t about the whole game? 

So we can simpl ify the game which gives the following game tree 

{l + J,l+tl) (tl,tl) (tl, tl) 

(J,J) (4+J.4+ J) (J,J) (3+J.3+J} 

(5 + 3J.1 + 3tl) 

The norma l form of this game (cond it ional on what happens in T = 2) is 

4 + J.4 + J l+J.5+tl 
5+3J.1 + 3tl 3 + J,3+<1 

• lnthis gamethebestresponseforplayeriis 

• lnthisgame th e best responseforplaye r 2is: 

• An equiliDrium outcome of this game is to play (Ci, Bi:) in period l and (Ci , C2) 
in period2 ifJ= I 

• There are many many pure strategy SPNE of this game! 

• There are many many pure strategy SPNE of this game! 

• ThesetofpurestrategySPNEcaninvolvethe playofnon-stagegameNEaction 
profiles in period I {although in period 2, player,;must play stage game NE} 

• There are many many pure strategy SPNE of this game! 

• Thesetofpurest,ategySPNEcaninv0lvethe playofnon-stagegameNEaction 
profiles in per;od 1 (although in period 2, player,;must play stage game NE} 

• We've already seen that t here may be multiple SPNE that lead to t he same 
equil iDriu moutcomes 

• There are many many pure strategy SPNE of this game! 

• ThesetofpurestrategySPNEcaninvolvethe playofnon-stagegameNEaction 
profiles in pe,iod I (although in period 2, player,;must play stage game NE} 

• We've already seen that t here may be mu lt iple SPNE that lead to t he same 
equiliDriumoutcomes 

• Thus . characteriz ing all purestrategySPNE is extremely tedious 



• There are many many pure strategy SPNE of this game! 

• Thesetof pu restrategy SPN E can involvethe playofnon-stagegameNEaction 
profiles in period I {although in period 2, player'imust play stage game NE) 

• We've alreadyseenthatthere maybemultipleSPNEthat leadtothe same 
equilitiriumoutcomes 

• Th us . characteriz ing all pure st rategySPNE is extremely tedious 

• Soinsteadofc.ilcula t inga ll possibleSPNE, letsjustcalculatethesetofall 
possible equi li tirium outcomes ..._ 

• We know th at the following are possib le equilib< ium outcomes: 

• We know that the following a re possib le equilib< ium outcomes: 
1. (A1 , A,) , (A ,, A2) 

• We know that t he following are possib le equil ib<ium outcomes· 
1. (A1,A2).(A1, A2) 
2. (A,, A,) , (C,, C, ) 

• We know th at the following are possib le equilib< ium outcomes: 

' ' 3 

• We know that t he following are possib le equilib< ium outcomes· 
1. (A1,A2).(A1, A2) 
2. (A,, A,) , (C,, C, ) 
3 (C, , C, ), (A,,A., ) 
4. (C,.C, ).(C, .C, ) 

• We know th at th e following are possib le equilib< ium outcomes: 

' ' 3 

• We know that t he following are possib le equilib< ium outcomes· 
1. (A1,A2).(A1, A2) 
2. (A,, A,) , (C,, C, ) 
3 (C, , C, ), (A, ,A,) 
4. (C,.C, ).(C, .C, ) 
5. (B,, B,) , (C,, C,) 
6 (C,.B,), (C, C, ) 



• We how that the following are possib le equil ibr ium outcom""· 
1. (A1,A2). (A1,A2) 
2. (A,.A,).(C,.C,) 
3 (C, .C,).(A, ,A,) 
4. (C, . C,).(C,.C,) 
5. (B, .B,).( C,. C,) 
6 (C1.B,) ,(C1 C,) 
7. (B, . C,),(C, . C,) 

• We know that the following are possib le equilibr ium outcomes: ' ,,,.,,,.,,,.,,,~l {,f'\~IMll"....,t E~ 
~: i:::~:u;::~:i" l 
:~,'iiir'2i~~t/z 6. ,.e,. c, . , c 
7. (B1,C,), (C, ,C,) o=-1 

• Can t here be other equil ibrium outcomes? 

• We know that the following are possib le equilibrium outcomes: 
) 

' 3 

• Can t here be other equil ibrium outcomes? 

• We how that the following are possib le equil ibr ium outcom""· 
1. (A1, A2). (A1,A2) 
2. (A,.A,).(C,.C,) 
3 (C, .C,).(A, ,A,) 
4. (C, . C,).(C,.C,) 
5. (B, .B,).( C,. C,) 
6 (C1.B,) ,(C1 C,) 
7. (B, . C,),(C, . C,) 

• Can t here be other equil ibrium outcomes? No l 

• We know that the following are possib le equilibrium outcomes: 
) 

' 3 

• Canthere beotherequil ibriumoutcomes? No l Why' 

Lecture 18: Repeated Games 

Recap from last class 

Mo,ethanone NE in the stage game 

Example 1 

Example2 

Lecture 18: Repeated Games 

Example l 

Considerthe following,epeatedgameand~ 

St>ge G, me 

B, c, 
A1 10,10 (- 1,1 (-1,11 
B1 .-1) (3,1) (0,0) 
C1 11, - 1 0,0) (1,3 



• The above game has two Nash equilib< ia (81 , 82) and (C1 , Ci) 

• The above game has two Nash equil ib< ia (B1, 8:i) and (C1, Ci ) 

• Even t hough there are mu ltiple Nash equilib<ia, thereare nosubgame perfect 
equilibriainwhi,h(A1,Ai )isplayed inperiodl 

• The above game has two Nash equil ib< ia (B1, 8:i) and (C1, Ci ) 

• Even though there are mu ltiple Nash equilib<ia, therearenosubgameperfect 
equilibriainwhi,h(A1,Ai )isplayed inperiodl 

• Either (81, B:i) or (C1, Ci) must be pl.>yed after the history (A1, Ai) in pe,iod I 
since i~ waysoneofthestagegameNashequilib<iamustbe 
played. 

• Supposethat ~ isplayedinperiod2afte,(~ nperiodl 

• Suppose that (81 , 8:i) is played in period2afte, (A, , A2}in period l 

• Play,,r2obta ins apayoffof 

• Supposethat(B1.B,;)isplayed in period2afte, ~ )inperiodl 

• Play,,r2obtainsapayoffof 

• BydeviatingtoB:iinpe,iodl , play,, r 2obta insat least 

'""" ""'""od2eo<o"(~~d! ,!iNE 

• Suppose that (81 , 8:i) is played in period2afte, (A 1, A2}in period l 

• Play,,r2obta insa payoffof 
10 +<1 

• Bydeviatingto8:iinperiodl, play,,r2obtainsa t least 

11 +<1 

since in period 2 either (B1, 8:i) or (C1 , C2) will be play,,d in any SPNE 

Case 2: 

• Supposeinsteadthat{ ~ isplay,,dinperiod2after(~ inpe riodl 



Case 2: 

.. Suppose instead that ((1,(2) is played in period 2 after (A1,A2) in period I 

.. playerlobtainsapayoffof 

.. Supposeinsteadthat{C1,C2);splayed in period2after(A1,A2) in period I 

.. playerlobtainsapayoffof 

.. Bydeviat;ngto81 inperiodl , playerlobtainsat leasE:m 

.. Supposeinsteadthat{C1,C2);splayed in period2after(A1, A2) in period I 

.. playerlobtainsapayoffof 
IO+ J 

.. Bydeviat;ngto 8 1 in period I. player I obtains at least ll + J 

.. EventhoughtherearernultipleNEinthestage game, it maysta l be im possible to 
achieve Paretoefricientactionprolil es inperiodl 

.. Eventhoughtherea,emultipleNEinthe stage game, it may stil l be im possible to 
ach ievePareto efficie nt actionprolilesin per;odJ 

.. The key to this example was t hat players disagreed on whi,h stage game NE is 
better 

.. Eventhoughtherea,e rnultipleNEinthestage game, it maysta l be im possible to 
achieveParetoefricientactionproli lesinperiodl 

.. The ~ey to th;s example was that players disagreed on which stage game NE is 
better 

.. Thus , at least one person always had an incentive to deviate away from {A1, A;) 
inperiod l 

Lecture 18: Repeated Game5 

Recap from last class 

Mo,ethanone NE in the stage game 

Example l 

Example2 

Lecture 18: Repeated Games 

Example2 



• Even ifthereisdisagreementaboutwhich stage game NE is bette r between t he 
t'M'.lplayers,we can st illobta inex.,mplesofoutcomesthatarenot Nas h 
e-quilibrium in t he firstperiod 

• Even if t here isd isagreementaboutwhich stage game NEisbetterbetweenthe 
t'M'.lplayers,wecan st illobta ine,,:amplesofoutcomesthat are not Nash 
e-quilibrium in t he first period 

• Consider for example the following suge game and suppose we consider a twice 
repeatedgamewithdiscountfacto, J> ½ 

• The NE of t he stage game are (81 ,Bi) and {C1 , C2) 

• The NE of the stage game are (81, Bi) and (C1. C2) 

• In this repeated game, is there a subgame perfect Nash e-qu ilibrium in which 
{A1 , A, ) is played in pe riod P 

• The NE of t he stage game are (81 ,Bi) and {C1 , C2) 

• In this repeated game, is the re a subgame perfect Nash e-qu ilibrium in which 
{A1, A2) is played in period l? 

• The answer is yes 

• (onside, the fol lowing strategy profile 

• Player I playsthefoHowingstrategy 
I. A1 inp,,riod I ; 

~: t ~ ~;i~; :: iH-l ::: !~~•~;":,'!r'.~ I 

• Player2 pl;,ysthe fol lowing strategy 
l. A2 in periodl ; 

; ~ :~ :~; :: i~ ::~~~!~~;%~I 

A1 (10.10) (0.9) (0.9) 
8 1 11, - 1) (3,1 (0,0 
Ci (11,-2 (0,0) (1 . 3) 



• lstheabo\leanSPNE7 

• no(if J< ½)! 

• Playerl: 

• lstheabo\leanSPNE? 

• no(if J< ½)I 

• Player! 

Stage Game 

A1 (10,10) (0.9) (0.9) 
8 1 11, - 1) (3.1 (0.0 
Ci (11,-2 (0.0) (1.3) 

Stage Game 

A2 E½ C2 
A1 (10,10 (0.9 0, 9 
81 (11,-1) (3.1) (0.0) 
c, (11,-2) 0.0) (1.3) 

• If he follows: u1 = 10 + 36 

• lstheabo\leanSPNE? 

• no(if J< ½JI 

• Pl~yer I 

Stage Game 

A1 (10 , 10 (0.9 0, 9 
Bi (11, - 1) (3,1) (0,0) 
Ci (11,-2) 0.0) (1.3) 

• If he follows: u1 = 10 + 36 

• If he defects: u1 = ll+J 

• lstheabo\leanSPNE7 

• no(if J< ½)! 

• Playerl: 

Stage Game 

A1 (10,10) (0.9) (0.9) 
8 1 11, - 1) (3.1 (0.0 
Ci (11,-2 (0.0) (1.3) 

• If he follows: u1 = 10+38 

• If he defects: u, = ll +J 

• Follows if6 2:i 

• Player2· 

• Player2: 

• If he follows: ui= IO+J 

• Player2· 

• If he follows: ui = I0+ J 

• If he defects: ui=9 + 3ci 

• Player2: 

• If he follows: ui= IO+J 

• If he defects: ui = 9+3J 

• Followsif 6:S! 



• Play,,, 2: 

• If he follows: u:,_= 10+0 

• If he defects: u:,_ = 9+3o 

• Followsif li:S i 

• Can on lybeaSPNEisli = i 

• The key he re is t hat play,, r 2 by breaking the agreement in period l moves the 
pe, iod 2 playtohisfavOfed stage game NEof(C1,Ci) 

• Suppose we flipped the roles of 8 and C and considered the following strategy 
profile 

• Play,,, I plays the fol lowing strategy 
I. A1 inp,,riod I; 
2. C, inp,riod2if(A, , A,)waspjayedinp,riodl ; 
3. 81 inp,riod2 if(A1,A2)wa,notplayedinpe,;od 1 

• Play,,r 2 plays the fol lowing strategy 
I. A2 inp,riod I; 
2. C,inp,, iod2if (A1,A,)wasplayedinp,riod l ; 
3. B,inp,riod2if(A1,A,)wa,not playedinp,riod l. 

• T hisis notaSPNEeitherbec.iusenow playe, 1 hasadefinitiveincent;veto 
deviate from (A1, A2}in period l 

Stage Game 

A2 B,_ C2 
A, 10.10) 0,9) (0,9) 
8 1 (11 , - 1) (3. 1 0,0) 
Ci (11,-2) (0.0) (1.3) 

• Th is is notaSPNEeitherbecausenow playe, l hasadefinitiveincent iveto 
deviate from (A 1,A1}in period l 

• Player I · 

Stage Game 

Ai (10, 10) (0.9) (0,9) 
Bi (11,-1) (3, 1) (0.0) 
c, 11, - 2) (0,0 1,3 

• T his is notaSPNE eitherbec.iuse now playe, 1 hasadefinitiveincentiveto 
devia te from (Ai , A1}in period l 

• Player l; 

Stage Game 

A1 10.10) 0,9) (0,9) 
81 (11, - 1) (3.1 0,0) 
Ci (11, -2) (0.0) (1.3) 

• lfhe fol lOM: u, - 10 +6 

• Th is is notaSPNEeitherbecausenow playe, l hasadefinitiveincentiveto 
deviate from (A 1,A1}in period l 

• Player I · 

Stage Game 

A2 Bi. C2 
Ai (10,10) (0.9) (0,9) 
81 (11,-1) (3,1) (0.0) 
c, 11 , - 2) (0,0 1,3 

• lfhefollows; u1 =10 + 6 

• lf he delecu: u,=11 + 36 

• T his is notaSPNE eitherbec.iusenow playe, 1 hasadefinitive incenti ve to 
deviate from (Ai , Ai}in period l 

• Player I; 

Stage Game 

A1 10,10) 0,9) (0,9) 
81 (11, - 1) (3.1 0,0) 
Ci (11, -2) (0.0) (1.3) 

• lfhe fol l<;JM : u, - 10 + 6 

• If he defects: u, • 11 + 36 

• Always defects 



• So how do we construct a SPNE with (A1, A2) played in period I? 

• So how do we construct a SPNE with (A1, A2) played in period l? 

• T he key he re ;s to notice that playe r 2 does not need to be punished in period 2 
from breakingthe ag,eementin period I 

• So how do we construct a SPNE with (A1, A2) played in period l? 

• The key he re is to notice that playe r 2 does not need to be punished in period 2 
from brea kingthe ag,eementin period I 

• Th is is because in period I player2 is best responding m yop icall y at (A1, A,) 
already 

• So how do we construct a SPNE with (A1, A2) played in period I? 

• Thekeyhereistonoticethatplayer2doesnot need to be punished in period 2 
from brea king the agreement in period l 

• T his is because in period I player2 is best responding m yop icall y at (A1 , A2} 
a l,eady 

• lnotherwo,ds . needto bepun ished onlyif thep layerhasadeviationthat 
ben~itshim m yopica lly orintheshortterm 

• Player I plays the fol lowing strategy 
I. A1 inp,,riod I; 
2. 8 1 inperiod2 ifplaye,l~a)'OOA1; 

3. C1 inpetiod2if ~ayerl played 81 o, C, 

• Player2 playsthefol lowingstrategy 

I. A2inperiod I ; 
2. B,inperiod2 ifplaye, 1 ~a)'OOA1; 
3. C2inp,riod2if~ay<erlplayed81 o,C1 

• Player! 

• Playerl · 

Stage Garn, 

Ai (10,10) (0,9) (0,9 
Bi (11,-1) (3,1) (0.0) 
c, ll. - 2 0,0 1,3) 

StageGame 

At (10,10) (0,9) (0.9 
Bi 11. - l (3.1 0,0) 
Ci (11,-2) (0,0) (1.3) 

... If he follows: U1=\0 + 3J 

• Player! 

Stage Garn, 

A2 B:, C2 
Ai (10,10) (0,9) (0,9 
81 (11,-1) (3,1} (0.0) 
c, 11. - 2 0,0 l.3) 

" If he fol lows: u, • !0 + 36 

• lf ti.defocts: u1 = 11 +~ 



Stage Garn, 

A1 (10,10) (0, 9) (0,9 
81 (11,-1) (3, 1) (0.0) 
c, 11. - 2 0.0 1,3) 

• Player! 

" If he fol lows : u, • IO + M 

-. lfhedef,cts: u, = II +6 

-. FollowsifO :;:! 

Stage Gam, 

A2 B,_ C2 
A1 (10,10) (0.9) (0.9 
81 ll. - 1 (3. 1 0,0) 
Ci (11,-2) (0,0) (1.3) 

• Playerl · 

-. II he fol lows: u,=to + M 

• If he defects : u,=11 +6 

• Followsif &?:½ 

• Player2: 

Stage Gam, 

A1 (10,10) (0.9) (0.9 
81 11. - 1 (3. 1 0, 0) 
Ci (11,-2) (0,0) (1.3) 

• Playerl · 

-. II he follows: u,=IO + M 

• If he defects : u,=11 +6 

• Player2: 

-. If he fol lows: u:,=IO + X6 

Stage Gam, 

A1 (10,10) (0, 9) (0,9 
81 (11,-1) (3.1) (0.0) 
c, 11. - 2 0.0 1.3) 

• Player! 

" If he fol lows : u, • IO + M 

-. lfhedef,cts: u, = II + 6 

-. FollowsifO :;:! 

• Player2· 

• If he follows: u:, - IO + X6 

-. lf hedef,cts: u:,=<i+ XO 

Stage Gam, 

A2 B,_ C2 
A1 (10,10) (0.9) (0.9 
81 ll . - 1 (3. 1 0,0) 
Ci (11,-2) (0,0) (1.3) 

• Playerl · 

-. II he fol lows: u,=to + M 

• If he defects : u,=11 +6 

• Fol""-<H ?:½ 

• Player2: 

-. If he fol lows: u:,=IO + X6 

• lfhe de/ea,; : u:, = 9+ XO 

• Follows 


