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Lecture 18: Repeated Games 

Mauricio Romero 

Lecture 18: Repeated Games 

Recap from last class 

More than one NE in the stage game 

Example I 

Example2 

Lecture 18 Repeated Games 

Recap from last class 

T heorem 
Suppose that the stage game G has exactly one NE, (ar a;, ... a~). Then for any 
/j E (0, 1] and any T, the T-times repeated game has a unique SPNE in which all 
players i play aj at all information sets 

... The basic idea of the proof for this proposition is exactly the same that we s.iw in 
the repeated prisoner·s dilemma 

.,._ The basic idea of the proof for this proposition is exactly the same that we saw in 
the repeated prisoner"s dilemma 

.,._ All past payoffs are sunk 

.,._ The basic idea of the proof for this proposition is exactly the same that we saw in 
the repeated prisoner's dilemma 

.,._ All past payoffs are sunk 

... In the last period, the incentives of all players are exactly the same as if the game 
were being played once 

... The basic idea of the proof for this proposition is exactly the same that we s;iw in 
the repeated prisoner's dilemma 

.,._ All past payoffs are sunk 

... In the last period, the incentives of all players are exactly the same as if the game 
were being played once 

.,._ Thus all players must play the stage game Nash equil ibrium action regardless of 
the history of play up to that point 

... The basic idea of the proof for this proposition is exactly the same that we s.iw in 
the repeated prisoner"sdilemma 

.,._ All past payoffs are sunk 

.,._ In the last period, the incentives of all players are exactly the same as if the game 
were being played once 

.,._ Thus all players must play the stage game Nash equil ibrium action regardless of 
the history of play up to that point 

.,._ But then we can induct 



'" The basic idea of the proof for this proposition is exactly the same that we saw in 
t he repeated prisoner's dilemma 

'" All past payoffs are sunk 

'" In the last period, the incentives of all players are exactly the same as if the game 
were being played once 

'" Thus al l players must play the stage game Nash equil ibrium action regardless of 
the history of play up to that point 

'" But then wec,:m induct 

'" Knowing that the stage game Nash equ il ibrium is going to be played tomorrow, at 
any information set, we can ignore the past payoffs 

'" The basic idea of the proof for this proposition is exactly the same that we saw in 
t he repeated prisoner 's dilemma 

'" All past payoffs are sunk 

'" In the last period, the incent ives of all players are exactly the same as if the game 
were being played once 

'" Thus al l players must play the stage game Nash equ il ibrium action regardless of 
the history of play up to that point 

'" But then we can indu ct 

'" Knowing th.it the st.ige g.ime Nash equilibrium is going to be pl.iyed tomorrow, .it 
any information set, we can ignore the past payoffs 

'" We concentrate just on the payoffs in the iuture. Thus in period T - 1. player i 
simply wa nts to maximize: 

'" What player i plays today has no consequences for what happens in period T 
since we saw that all players will play a• no matter what happens in per iod T - I 

.. What player i plays today has no consequences for what happens in period T 
since we saw that all players will play a• no matter what happens in per iod T - I 

'" So, the maximization problem above is the same as· 

'" What player i plays today has no consequences for what happens in period T 
since we saw that all players will play a• no matter what happens i11 period T - 1 

'" So, the maximization problem above is the same as: 

'" T hus aga in , for this to be a Nash equi librium. we need aj- 1 = aj, .. , aJ 1 = a; 

'" What player i plays today has no consequences for what happens in period T 
since we saw that all players will play a• no matter what happens in per iod T - 1 

'" So, the maximization problem above is the same as: 

'" T hus aga in , for this to be a Nash equi librium. we need aj- 1 = aj, . . , aJ 1 = a; 

'" Fol lowing exact ly this induction , we can concl ude that every player must play a/ 
at all ti mes and all histories 

Lect ure 18: Repeated Games 

Recap from last class 

More t han one NE in the stage game 

Examplel 

Example2 

Lect ure 18: Repeated Games 

More t han one NE in the stage game 

'" What would happen if there are more than one NE of the stage game? 

'" What would happen if there are more than one NE of the stage game? 

'" Supp0S€ instead t hat the stag€ gam€ looks JS fo llows 

Normal Form 



..,. If the game is on ly played once 

..,. If the game is on ly played once 

.., T here are two pure strategy Nash equilibria : (A1,A2) and (Ci. C2) . 

.., If the game is on ly played once 

.., T here are two pure strategy Nash eq ui libria : (A1,A2) and ( Ci, C2) . 

.., (81, 82) is not a Nash eq ui librium if the game is on ly played once 

.., If the game is on ly played once 

..,. T here are two pure strategy Nash equilibria: (A1,A2) and (Ci, C2) . 

.., (81, 82) is not a Nash eq uil ibrium if t he game is on ly played once 

.., In the one-shot game, the Nash equi li bria are inefficient because they are Pareto 

dominated by (81,82) 

.., Playing the NE of the stage game in every period is a SPNE in the repeated game 

.., Playing the NE of the stage game in every period is a SPNE in the repeated game 

.., T he logic is the same as when there is a single NE 

.., Always playing (A1,A2) is a SPNE 

.., Player l's strategy is g iven by: 

1. PlayA1 in period 1; 
2. PlayA1 at all histor ies in period 2 

.., Player 2"s strategy is given by: 
l PlayA2 in period 1; 
2. PlayA2 atall histories in period 2 

.., Always playing ( C1, C2) is a SPNE 

.., Always playing (C1, C2) is a SPNE 

.., Player l's strategy is given by 
l Play C1 in period 1 
2. 1-' lay C1 at a ll histories in period 2 

.., Player 2's strategy is given by 

l. Play 1 
2. Play historiesinperiod2 



But are there more? 

~ Combining NE of the stage game is also a SPNE 

~ Combin ing NE of t he stage game is also a SPNE 

~ T he logic is the same as before 

~ Playing (A1, A2) int= 1 and (C1, C2) in t = 2 is a SPNE r ~ 

~ Playing (A1, A2) in t = 1 and ( C1, C2) in t = 2 is a SPNE 

~ Player l's strategy is g iven by· 
l PlayA1 in period 1: 
2. 1-' lay C1 at a ll histories in period 2 

~ Player 2's stra tegy is g iven by 

1. PlayA2 in period 1: 
2. Play C1 at .i ll histories in period 2. 

~ Simila rly, playing (C1, C2) int = 1 and (A1, A2) int = 2 is a SPNE 

~ Similarly, playing (C1 , C2) in t = 1 and (A1,A2) int= 2 is a SPNE 

~ Player l's strategy is g iven by: 
1. Play C1 in period 1; 
2. PlayA1 at all histor ies in period 2 

~ Player 2"s strategy is g iven by: 
l Play C2 in period 1 
2. PlayA1 .itall histories in period 2 

~ T his is uninte resting s ince Nash equilibria are played in every period 

~ T his is uninte resting s ince Nash equilibria are played in every period 

~ But are there more7 

~ T his is uninte resting since Nash equilibria are played in every period 

~ But are there more7 

~ T he SPNE that we've considered, players always play strateg ies t hat do not 
co ndition on what happened in the past 



Proof 

P roof 

P roof 

P roof 

P roof 

..,_ This is un interesting since Nash equilibr ia are played in every period 

..,_ But are there more7 

..,_ The SPN E that we 've considered, players always play strategies that do not 
condition on what happened in the past 

... What makes a repeated game interesting is when players play strategies in SPNE 
that cond it ion on what happened in t he pdst 

... T his is un interesting since Nash equ ili br ia are played in every period 

... But are there more7 

... The SPNE that we've considered, players always play strategies that do not 
condition on what happened in the past 

... What makes a repeated game interesting is when players play st ra tegies in SPNE 
that cond it ion on what ha ppened in t he past 

..,_ T his could not happen when the stage game had a unique NE 

..,_ T his is un interesting since Nash equ ili br ia are played in every period 

• But are there more? 

... T he SPN E that we 've considered, players always play strateg ies t hat do not 
condition on what happened in the past 

• What makes a repeated ga me in teresting is when players play strategies in SPNE 
that cond ition on what happened in t he past 

"° T his cou ld not happen when the stage game had a unique NE 

• In Ll,e lasl period, all players were requi red Lo play Lhe unique NE acl ion a rter all 
histories! 

• T his is un interesting since Nash equ ili br ia are played in every period 

• But are there more? 

... T he SPNE that we've considered, players always play strategies that do not 
condition on what happened in the past 

• What m.ikes a repeated g.ime interesting is when players play strategies in SPNE 
that condition on what ha ppened in t he past 

... T his cou ld not happen when the stage game had a unique NE 

"° In the last period, all players were required to play the unique NE act ion after all 
histories! 

..,_ T his is uninteresting since Nash equ ili br ia are played in every period 

• But are the re more7 

• The SPN E that we 've considered, players always play strateg ies that do not 
condition on wh,i t h,i ppened in the past 

... What makes a repeated game interesting is when players play strategies in SPNE 
that condition on what ha ppened in t he pdst 

• T his cou ld not happen when the stage game had a unique NE 

• In the last period , all players were required to play the unique NE action after all 
histories! Why? 

..,_ To see this , suppose that a history (a1. a2) was pl;iyed in period 1 resul ting in 
payoffs from period 1 of(x,y) 

• To see this, suppose t hat a history (a1. a2 ) was played in period 1 resul ting in 
payoffs from period 1 of (x,y) 

• T hen the normal form of the subgame start ing in period 2 is given by: 

A1 (x,y) + 1( Ll) 
81 (x ,y) + rl"(O,O) 
C1 (x, y) + rl"(O, 0) 

Nash equ ilibrium remains 

No rmal Form 

c, 
H(0,0) 
+ <l(l , 5) 
+<l(3,3) 

to each cell andmul tiplyingbyJ, the 
the original stage game 

• Since we are just adding the same (x, y) to each cell and multiplying by J , the 
Nash equ ilibrium rem;iins unchanged from the original stage game 

..,_ T he set of Nash equ il ibria of th is subg;ime is given by (A1, A2) and ( C1, C2) 

to each cell and mul tiplyingbyJ, the 
the origin al stage game 

... T he set of Nash equilibria of this subgame is given by (Ai , A2) and (C1, C2) 

• T hus after any history, the set of pu re strategy NE are (A1,A2) or (C1, C2) 
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"' Again in this case, note that we are s imp ly adding the same payoff prof ile (x.y) to 
every box and multip lying by J 

"' T herefore, the Nash equi librium is again the set of Nash equilibrium of the or iginal 

stag~ g<HTI~ 

"' In th is subgame, it is a Nash equ ili br ium for players to play (A1 , A2) 

"' We have checked that the strategy prof ile was indeed a Nash equilibrium in al l 
subgamesthat begin in period 2 

"' We have chec ked that the strategy prof ile was indeed a Nash eq uilibrium in al l 
subgamesthat begin in period 2 

"' The on ly other subgame is the whole game itse lf 

"' We have checked that the strategy prof ile was indeed a Nash equilibrium in al l 
subgamesthat begin in period 2 

"' The on ly other subgame is the whole game itself 

"' We need to check that indeed the st rategies constitute a Nash equi li brium in the 
whole game 

"' We have chec ked that the strategy prof ile was indeed a Nash eq uilibrium in al l 
subgamesthat begin in period 2 

"' The on ly other subgame is the whole game itse lf 

"' We need to check that indeed the strategies constitute a Nash equi li brium in the 

whole game 

"' To do this , we already specifi ed the play at all information sets in the second 
period 

So we can simplify the game which gives the fo llowing game tree 

Anna A,/f.~C, 
~R_o __ /; '_ 7~_ b \- , _ A-'1aq: \o_ 

(1 + a,1 + s: 1 ~J.S)(S,a) (t + s,s + ,y \ 

(tl.O) {4+3&, 4 +3tl ) (0,0) (3 + &,3 + 6) 

(5+8,l+J) 

The normal form of this game (conditional on what happens in T = 2) is 

Normal Form 

"' In this game the best response for player iis 

{

A, 

B, 
8R1(s ;) = 

C 
c, 

if L; =A_; 

if L; = 8 _; &4+3J 2: 5 + J 
ifs_;= B_, &4+3J < s+J 

ifL; = C; 

"' In th is game the best response for player iis: 

( ) B; ifs_;=B_; &4+3J 2: 5+J {

A; ;f '-• = A_, 

BR; s_; = Cr ifs_; =B-; &4+30 ::; 5 + 0 

C; 1f L; = C_ ; 

"' (81 , 82) is a Nash equ ili brium if4+ 3J 2: 5+J 

"' In th is game the best response for player iis: 

{

A; ;f ,_, = A_, 

( ) 8; ifs_; = B-; &4+3J 2: 5+J 
BR; s_; = C; ifs-; = B_; & 4 + 30 ::; 5 + 0 

C; 1f L; = C_ ; 

"' (B1, B2) is <1 N<Jsh ~quilibrium if 4 + 3J 2: 5 + J 

"' (B1, B2) is a Nash equ ilibrium if 6 > 1/2 



BR.::, 1= V, ifs : V :&4 3,Y ?;;~ ,y 

{

A ;r , _; - .4 -: 

· · ('; ifs : ,·; :&4 J ~ i,'; ~ 

<: ii-: ; ( ,· 

.. (13,.8.) i>.., Nl~l: : :·ulilo,iui:, f ,1+!.:: >~ - i> 

I> (Hl, H::I i;. .- Ni'sh ~~" lil)1il1l'll t ,,,::, 1/' 
"'" T h: :.11;:1111:: p,:>filt i.Mint J fo~ .-\1111.:1 .1·,J El..il, al lht b~nmns :.1f th,; i...:;111,,i; ,,. 

ir-:1~ a s1..t~1nlE pe-f~\ \ 'Mh ec1d lil}1iurn if pl )flaN •;<1luE :he fow r-? rnou;;h 
ff.>. /2; 

• t13, , 8: J i>.:t N:tsh -?~u lib,iurn f4 1 ?,• ;:;!i ,, 

"' fHi,. Si 'I i-. ,,N;,~;h <:::11lih1i11rn f ,l > 1/2 

.lh :.:.: ~- ii 

:1:1 < S 

.. Tl·~ ih,HE-g:.o p,~.n~ defined f<f' .:..1111~ l'ld Bob ,H lhE- be;i'Uli1lg ~r 1ViH~tio11 i~ 
ir\'1~ 1 A -:,.1-,::;iimr re~-m.~ \:i!:h : l'j1,ilforb1m i~ p !:i·;Y•'!' •;;ilur - h~ tnrur-:- t l'l!')!l~h 
(,: > , ,,: 

.. If pl;~"(•; \')'I.IC ti-~ f1,1111~ C lOl,,'!'. l {1::, 1/2,L : llc1 t t-~ ftm ' ~ pri;:c $ ..... .,,,n ;It~ 
~h:rt 1.e11n l(.l:;,, 

.. In t 'IE- -~puucl P1i«IM'l''s Dilemma, tht st;~ ,;.<"-mE- ~pl;yed jus: <·'ICl(I h.:·:t just 
<:nr \ 1:i::h rq1.ilbrb1m 

• 111 L·.,, 1: 1,>t:.Ht:J r,lsooe.'s Dilemma. Un, st~~ .. ~,.,,.. :1>fo;~ j1.1>. ,:>·,o.c:1 l,::J ju1ol 
r;nc \!ll$h r111,ili}rit1m 

• T l-~ ::,n\• $UCf,~·n; p~ h ;.$1- ,tu.lil)ril ll'll ·,.-11$ tn rl~·{th; N;i$11 ~:-;n lil)ri1.1r.1 r;f 
th!: :.tajt jil.11!: ,., '='•!:1:, ;:~uvJ 

__. 

• In i: 1r. •.:-rratrrt P,i~ '!; Oi1~1n111;, thr o;r;;~ ::;.nr ~rlatvrl j u::.: -:nm) h;.1 jm:t 
(;llt \J,1i.h !:l.\l.ll1:111>Jlll 

• T l·!: ;,11 ~· 1ou:.:ljJ·11t 1,>..,-fcet l\.nl· t ~u lit11iu,11 ·,.-a lu 1-'IJ:f ti ,!!: N,11oh ~:;u lit., iun ,;f 
ti-~ »fll~C ~ll'TI~ i1 r:.-::,i c~1io(I 

• In t;lr,t, .:;nr. r,.-n P'V•'~ r.~n~111!I\' : ll;.t it ti-~ $t.i,:e r,;,1nc 1-11$ ;,1!y ::,nr; t>i<'S 1 

~ pulibtiu.-, . ltttn ir lh!: re;:tt.1~:i ~ "'"" ·,:iv, !h.11.i.1 •. ,!t: 1 .;mtt, .htt uuq.1c i.ub~1"10:: 
~ ,fen H.:1h EQuil tlu'n requit'e'J :be Hish equil tn1\ to be }I.Y;:t{ in~ I PEr·~·:t1 
;,n:: :11 inktrr:i~b1 :orn: 

• In nr. •.:-rratrrt Pri~ '!; Oil~,nm;, thr <:t;;~ ::;.nr ~rbtvrl j,.-:.: v -1m) hi.1 jmr 
(;flt \J.ii.h !:l.\l.ll1:111>Jlll 

• Th ;,11 ~· 1ou:.:ljJ·11t 1,>..,- fct.:l N .1:.I · !l:~u liL1iu111 .,.,.,1, lu 1-'IJ:f ll ,!i: N J1ol1 ~:.:11 liL,iun ,;f 
ti-~ >'lll~C ~a.,._, i1 r.w:,i i;~1iocl 

• In hr,t, .:;i1r. r,.-n P'V•~ r.~n~111II\' :ll;.t it ti-~ $t.i,:e r,;,mc 1-11$ ;,11y ::,nr; t·J<'S 1 

~.imlib1iu.-, . lteu ir th!: re;:t:.1.-.d ~ "'" ·,.-iv, !h.11. M .. ,it: 1 ..1mtt, .htt uu <1.1c i.ub~"'"" 
SH•ftn f,J;1h EQuil tlu'I\ requi1'e'l :be Hish equil h'U'I\ to be ;l.:r;:t, in~ I per .;-:11 
;,n:: :11 inktrr:i~b1 :orn: 

• In rnrtr.:,,: , · ,, tl-i·: r,;r1.-.. , .• , . :;:cw th:1: thrm w:,:: :, :;i,be,w,r. ;:<:rl::::r. f.J::~h 

~llitibiiurl i ll ·,.-l'i,h .>'I ~,l~n P•'-f lt (S1, ~>) WH ·s~i not l N.:ish tquili':,iJll' <-f 
t h:- w~:=;r :=;ainr w;;-:. .~,.,...,·~:. in r rr<:d I 

• '•/•/(1..t is t 'lt- IH~ l '.\'i)' "f tl-i~ ..->:tt'CM, 

• In t1e -~putul Pri~'s Oile1111na, tht $I<'~ ~u1e ~pl.:yed jvs: <·'Ice:, h;,:I just 
cnr \ 1:,:;h :·q1.ili:1rb1m 

• 11':: 1>11 y i:u::.-.:e·n:: pr.r frll:t l\:,:;I· ~:::u·lih1i11ri1 ·,.-:o:: h> pl:iy th:: N:,:;h (:::u lih1iur-1 <it 

th! m r,.t , a1\t i1 e-,!I;, ~~1iod 

• In fl,t, ·~llt u n P'·>"~ ~~n~ult;.- : h.;t i f 11·~ stage game b~ -"1!y '-Ae H,Wl 
(')..111itihriur1 :1!(';11 ir thr IV\;:(';:,~:i ~'Anr.·,.-it.1 11!;,t !lr;,r,<-; !'/'I'll<:'\, - h<:'\ u,1q 1.-.!'1,b~'Anr. 

i:~if.i:t.L N~~h t4uil lv 11 ·1 , 1t4uiro= .iu: N~~, t\lUil lv u·u lu Lt :,:l..,~·t:.: iu JI"'"' ,;xi~ 
11nt 111 inf.;1w 11:k,1 $~~ 

"' In r.nrtm:. ·n ,ti;, ~~nr ,·or.$~\\' th11i th~,~ .,,ll$ 11 H!h~~n ¢ ~~,f~ct t·J;~h 
eq mtil,ii1w 1 ,n ·,.+it.I, .i·, .,;.L(;n ~.11:.1f l!: ,:S',, 13,j ._.,.ll w .. ,. uul ,1 t·fa~h tq1Jili::ri,11r of 
ti-it >O~;E gn1t ,,,•;; }la-..~, in PEr .. }d I 
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,, 
.. Arethereanyotheractionprof1 lesthatcanbeplayed nthefrstp/.eod7 treSoe\,. s, No °'c;ll, 

Nocmal F~m _c-="=SO========-
A2 E½ C2 

A, 11 00 00 o~~ 
81 0 0 4 4 l 5 

C1 00 51 33 //~ 

"' Suppose that the players were to pla~~he first period {It;,-,. 'SI l>&-s.v' 
"' Can this occur? The answicr 1s no CJ ~ ~ hi 

"' Are there any other action profi les that can be played in the first period? 

A, 
B, 
c, 

Normal Form 

"' Suppose that the players were to play {A1 , 82) in t he first period 

"' Can this occur? The answer is no 

"' Remember either (A 1 , A2 ) or (C1 , C2 ) must be played in any pure strategy SPNE 
after a history 

"' Now let us argue that (A 1. Bi) cannot be played in period 1 in a SPNE 

"' Now let us argue that (A 1. Bi) cannot be played in period 1 in a SPNE 

"' Suppose otherwise 

"' Now let us argue that (A1. Bi) cannot be played in period 1 in a SPNE 

• Suppose otherwise 

• No matter what happens in the second period, there is no way A1 could be a best 
response against 82 in the first period 

• Now let us argue that (A1. Bi) cannot be played in period 1 in a SPNE 

• Suppose otherwise 

• No matter what happens in the second period, there is no way A1 could be a best 
response against 82 in the first period 

• The maximum payoff that player 1 cou ld get from playing accord ing to th is 
"supposed" SPNE 

• Now let us argue that (A1, B2) cannot be played in period 1 in a SPN E 

• Suppose otherwise 

• No matter what happens in the second period, there is no way A1 could be a best 
response against B2 in the first period 

• The maximum payoff that player 1 cou ld get from playing according to th is 
"supposed"' SPNE 

• Now suppose th.it pl.iyer 1 deviates to C1 inste.id of playing A1 

• Now let us argue th.it (A1, I½) cannot be played in period 1 in a SPN E 

• Suppose otherwise 

• No matter what happens in the second period, there is no way A1 could be a best 
response against B2 in the first period 

• The m.iximum payoff th.it pl.iyer 1 cou ld get from pl.iying .iccording to th is 
"supposed"' SPNE 

• Now suppose th.it pl.iyer 1 deviates to C1 inste.id of playing A1 

• The worst the payoff that he cou ld get in any SPNE· 

• Now let us argue that (A1, B2) cannot be played in period 1 in a SPN E 

• Suppose otherwise 

• No m.itter what h.ippens in the second period, there is no way A1 could be a best 
response against B2 in the first period 

• The maximum payoff that player 1 cou ld get from playing according to th is 
"supposed"' SPNE 

• Now suppose th.it pl.iyer 1 deviates to C1 instead of playing A, 

• The worst the payoff that he cou ld get in any SP NE· 

• 5+S is always greater than 3ri 

• Now let us argue that (A1, I½) cannot be played in period 1 in a SPN E 

• Suppose otherwise 

• No matter what happens in the second period, there is no way A1 could be a best 
response against B2 in the first period 

• The maximum payoff that player 1 cou ld get from playing according to th is 
"supposed"' SPNE 

• Now suppose that player 1 deviates to Ci instead of playing A1 

• The worst the payoff that he could get in any SPNE: 

• S + J is a lways greater than 30 

• By playing C1 against 82, player 1 can gu;iramee d higher payoff 



..,_ Can there be a SPNE in which (A1 , C2) is played in period 1? 

,r,.u.,rz 
[A":/ ,, 

,.,. i)",,\I 

..,_ Can there be a SPNE in which (A1, C2) is played in period 1? 

..,_ T he answer is no for the same reason 

..,_ Can there be a SPNE in which (A1 , C2) is played in period 1? 

..,_ The answer is no for the same reason 

..,_ By playing A1 against C2. the best that player 1 c:an hope for in a SPNE is· 

..,_ Can there be a SPNE in which (Ai, C2) is played in period 1? 

..,_ T he answer is no for the same reason 

..,_ By playing A1 against C2, the best that player 1 can hope for in a SPNE is: 

..,_ The worst payoff that player 1 can obtain by playing Ct instead in period 1 is 

..,_ Can there be a SPNE in which (A1 , C2) is played in period 1? 

..,_ The answer is no for the same reason 

..,_ By playing A1 against C2, the best that player 1 can hope for in a SPNE is· 

..,_ T he worst payoff that player 1 can obtain by playing Ci instead in per iod 1 is 

.. 3+,I is always greater than 3,1 

.. Can there be a SPNE in which (A1 , C2) is played in period 1? 

.. T he answer is no for the same reason 

.. By playing A1 against C2, the best that player 1 c:an hope for in a SPNE is· 

.. The worst payoff that player 1 can obtain by playing C1 instead in period 1 is 

~ 3+,I is a lways greater than 3,1 

.. Thus, there are incentives to deviate 

.. Symmetrically there cannot be any SPNE in which (81 , A2) and (C1,A2) are 
played in period 1 

.. Symmetrical ly there cannot be any SPNE in which (81 , A2) and (C1,A2) are 
played in period 1 

.. We already know that (A1 , A2), (81 , 82), (Ct , C2) can be played in a SPNE in 

per iod ! 

.. Symmetrically there cannot be any SPNE in which (81 , A2) and (C1 , A2) are 
played in period 1 

.. We already know that (A1 , A2), (81 , 82) , (Ct , C2) can be played in a SPNE in 

p~r iud l 

.. The rema ining quest ion is whether ( Ci, 82) _5jn be played in period 1 

.. Consirlf' r t.hf' fo llowing str~tf' 

.. PIJ)'€r l's str.:itegy is: 

l Play C1 in period 1 
2. Play A1 in per iod 2 if the first pniod action profile was (Ci, C2) 
3. Play C1 in period 2 if the first per iod action profi le was anything othtcrthan (C1,C2) 

.. Player 2's strategy is: 

l Play 8 2 in per iod l 
2 Play A 2 in per iod 2 if the first pniod action profi le was ( ( 1 • C2 ) 

3. Play C2 in period 2 if the first per iod action profile was anything other than (C1,C2) 

.!. 



"' We know that the strategy is a NE in the subgames that start in t = 2 

"' We know that the strategy is a NE in the subgames that start in t = 2 

"' But wh;it ;ibout thf' wholf' g.imf'7 

So we can simplify the game which gives the followi11g g.ime t ree 

Anna 

(5 + 36,1 + 36) 

The normal form of this game (conditional on what happens in T = 2) is: 

Normal Form 

"' In lliisgame Lhe besl respor1se ror µla)'l:r iis 

"' lnth isgame the bestresponseforplayeriis 

"' In this game the best responseforplayer2is: 

"' In this game the best response for player iis· 

"' In this ga me the best responseforplayer 2 is· 

"' We know that the strategy is a NE in the subgames that start in t = 2 

"' We know that the strategy is a NE in the subgames that start in t = 2 

• But what about the whole game? 



So we can simplify the game which giv<cs the fo llowing game t ree. 

Anna 

The normal form of this game (conditional on what happens in T = 2) is: 

Normal Form 

.... In this game the best response for player iis 

{
A, if "~ A, 

BR1(s2) = Ci if s2 - 82 

C1 ifs2 = C2 

.... In this game the best responseforplayer2 is· 

"' An eq uil ibr ium outcome of this game is to play (Ci, B,) in period 1 and (Ci. C?) 
in period2 if<l=l 

.... T here are many many pure strategy SPNE of this game! 

"' T here are ma ny many pu re strategy SPNE of t his game ! 

"' The set of pu re strategy SPNE can involve the play of non-stage ga me NE action 
profiles in period 1 (a lthough in period 2, players must play stage game NE) 

.. There are many many pu re strategy SPNE of t his game ! 

"' The set of pu re strategy SPNE can involve t he play of non-stage ga me NE action 
profiles in period 1 (although in period 2, players must play stage game NE) 

.... We've already seen tha t there may be mu lti ple SPN E that lead to the same 
equilibrium outcomes 

"' There are many many pure strategy SPNE of t his game ! 

.. T he set of pure st rategy SPNE ca n involve the play of non-stage ga me NE action 
profiles in period 1 (although in period 2. players must play stage game NE) 

"' We 've already seen that there may be mul ti ple SPNE tha t lead to the same 
equilibrium outcomes 

"' T hus, characterizing all pure strategy SPNE is ext remely ted ious 

.... T here are ma ny many pure strategy SPNE of t his game ! 

.... T he set of pu re strategy SPNE can involve the play of non-stage ga me NE action 
profiles in period 1 (a lthough in period 2, players must play stage game NE) 

"' We've already seen tha t t here may be mu ltiple SPNE that lead to t he same 
equilibrium outcomes 

"' T hus, characterizing all pure strategy SPNE is extremely tedious 

"' So instead of calcu lat ing a ll possible SP NE, let s just calculate the set of all 
possib le equil ibr ium outcomes 

.... We know that the fo llowing are possible equi librium outcomes 

"' We know that t he fo llowing are possible equi librium outcomes 
1. (A1, A2),(A1,A2) 



"° We know that the fo ll owing are possible equi librium outcomes 

1. 

"° We know that the fo ll owing are possible equi librium outcomes 
1. 

"° We know that the fo ll owing are possible equi librium outcomes 

1. 
2 

"° We know that the fo ll owing .ire possible equi librium outcomes 

1. 
2 

4 
5. 

"° We know that the fo ll owing are possible equi librium outcomes 

1. 

5. 
6 

"° We know t hat the fo ll owing are possible equi librium outcomes 

1. 

5. 
6 

_,. Can there be other equ ilibr ium outcomes? 

_. We know that the followin g are possible equi librium outcomes: 

1 
2. 
3. 
4. 
5 

_,. Can there be other equ ilibr ium outcomes? 

_,. We know that the foll owing are possible equi librium outcomes: 

1 
2. 
3. 
4. 

7. 

_. Can there be other equ ilibr ium outcomes? No! 

_. We know that the fo ll owing are possible equi librium outcomes: 

1 
2. 
3. 

5. 
6 
7. 

_. Can there be other equ ilibr ium outcomcs7 Nol Why7 
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Case 2: 

"' Suppose instead that (Ci, C2) is played in period 2 afte r (A1,A2) in period 1 

Case 2: 

"' Suppose instead that (Ci, C2) is played in period 2 after (A1,A2) in period 1 

"' player 1 obtains a payoff of 
10 + 6 

Case 2: 

"' Suppose instead that (Ci, C2) is played in period 2 after (A1,A2) in period 1 

"' player 1 obtains a payoff of 

"' Ry devi;iting to R1 in per iod 1 pl;iyer 1 obt;iins ;it le;ist 11 + ,5 

Case 2: 

"' Suppose instead t hat (C1, C2) is played in period 2 after (A1,A2) in period 1 

"' player 1 obtains a payoff of 
10 + 6 

"' By devia ting to 81 in period 1. player 1 obtains at least 11 + ,5 

"' T hus there are incentives to deviate 

"' Even though there are mu ltiple NE in the stage game, it may still be impossible to 
achieve Pa reto effic ient action profiles in period 1 

"' Even though there are mu ltiple NE in the stage game, it may still be impossible to 
achieve Pareto efficient action profiles in period 1 

"' T he key to this example was that players disagreed on which stage game NE is 
better 

"' Even though t here are multip le NE in the stage game, it may still be impossible to 
ar:hif'V!' Parf'to f'ffir:iPnt action profilPs in pf'r iorl 1 

"' The key to this example was that players disagreed on which stage game NE is 
better 

"' Thus, at least one person always had an incentive to deviate away from (A1,A2) 
inperiodl 

Lecture 18: Repeated Games 

Recap from last class 

More than one NE in the stage game 

Example! 

Example2 

Lecture 18: Repeated Games 

Example2 

"' Even if there is disagreement about wh ich stage game NE is better between the 
two players, we can sti ll ob!ai n examples of outcomes that are not Nash 
equilibrium in the first period 
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.,. Is the above an SPNE? 

.,. no (if J < ½)! 

.,. Player 1: 

.,. lfhefo llows u1 =10+36 

.,. If he defects: u1 = l l + i5 

.,. Fol lows if 02: } 

.,. Player 2· 

.,. Player 2· 

.,. If he follows u2 = 10+/5 

.,. Player 2· 

.,. If he fo llows u2 = 10 +/i 

.,. If he defects: u2 = 9+36 

.,. Player 2· 

.,. lfhe follows u2 = 10+/5 

.,. If he defect s: u2 = 9 + 3rl 

.,. Fol lows ifJ :S ! 

.,. Player 2· 

.,. If he follows u2 = 10+/5 

.,. If he defect s: u2 = 9 + 3ri 

.,. Fol lows ifJ :S ! 

.,. Can on ly be a SPNE is ll = ½ 

Stage Garn€ 

(10, 10) (0, 9) (0,9) 
(11 , - 1) (3, 1) (0,0) 
(11 , -2) (0, 0) (1 ,3) 

.,. The key here is that player 2 by breaking the .:igreement in period 1 moves the 
period 2 play to his favored stage game NE of(C1,C2) 

.,. Suppose we flipped the roles of B and C and considered the followin g st rategy 
profile 

.,. Player 1 plays t he fol lowing strategy 
1. A1 in period 
2. C1 in period 
3. B1 in period 2 

.,. Player 2 plays t he fol low ing strategy 
1. A2 in period 
2. C2 in period 
::l. B2 in period 2 

.,. This is not d SPNE either because now player 1 has a def initive incentive to 
deviate from (A1 , A2) in period 1 

Stage Game 

.,. This is not d SPNE either because now player 1 has a def initive incentive to 
deviate from (A1 , A2) in period 1 

.,. Player 1· 

Stage Game 

A, (10, 10) (0, 9) (0,9) 
B1 (11, - 1) (3, 1) (0, 0) 
Ci (11, 2) (0,0) (1 , 3) 



"' ;eh~~a:: ~~:~ (S;NAE e)i ther b~cause now player 1 has a def initive incentive to 
1, 2 1n period 1 

Stage Game 

A, B, c, 
A, (10.10) (0,9) (0,9) 

' B, (11, - 1) (3.1) (0,0) 
I c, (11, 2) (0. 0) (1,3) 

"' Player 1: 

.. If he follows 111 = 10 + /i 

Stage Game 

l~A-2 82 C2 

I A, (10,10) (0,9) (0,9) 
81 (11, - 1) (3, 1) (0,0) 
C1 (11 , - 2) (0,0) (1,3) 

..,_ Player 1· 

.. lfhefollQV,t<;: Ui - 10 - fi 

"' If he defects: ui = 11 + 30 

"' Player 1: 

..,_ lfhefollOW5: u,=10 - 0 

.. If he defects: u,=11 + ]J 

.. Alwar-,defects 

Stage Game 

..,_ So how do we construct a SPNE wit h (A1,A2) played in period l ? 

..,_ So how do we construct a SPNE with (A1.A2) played in period 1? 

... The key here is to notice thJt 
from breakini;: the agreement perio! ~oes not need to be pun ished in period 2 

... So how do we construct a SPNE with (A1.A2) played in period 1? 

.,. The key here is to notice that 
from brea king the agreement perio~ ~oes not need to be pun ished in p€riod 2 

... :~~:~: beouse in period 1 pl;iyer 2 is best responding myopica lly at (A1 , A2) 

... So how do we construct a SPNE wit h (A1,A2) played in period p 

.._ T he key here is to notice that 2 does . 
from breaking the agreement period 1 not need to be punished in period 2 

... ~~~:~: because in period 1 player 2 is best respond ing myopica lly at (A1, A2) 

... In other words, need to be pun ished onl if the I . 
btmefib him myopica lly or in tht; short ! errn Payer has a deviation that 

... Player 1_ plays the fo ll a-.ving strategy: 

1. A, 1n period 
2. B1 in p€riod 
3. C1 in period 2 

... Player 2_ play~ the fo ll owing st rategy 

1. A2 ,n penod 
2. B2 in period 
3. C2 in period 2 

Stage Game 

... Player 1· 

Stage Game 

c, 

... Player 1 

... lfhefollows: ui =l0 + 3o 

Stage Game 

~ 
B U.(A)!)): V,(A,,A0+ V,(8,,Bi")J = 10 t>~ 

U ,(ti)=)_ U,(0~ A~_.. U.(~i·t), • I ft~ 

r) U,(c,1At')f lJ,(9,lt')~~ r,tJ 
V, (_tJl)') ?U ~ ') 

ID-t'$~~ t c +~ 
~71' I 
b7/f ft 

tC> t ~ 



Stage Game 

;: gr~~)) ~ 
c, (11, - 2) (0,0) (1 ,3) 

.,. Play<:>r 1: 

.,. If he follows: u1 = 10- 36 

.,. If he defects: u1 =11 + J 

Stage Game 

A, (10, 10) (0 9) (0,9) 
B, (11, - 1) (nlt(o;o) 
c, (11 , - 2) (0 ,0) (1, 3) 

.,. Play<:>r 1 

... If he follow;;: u1 = 10 - 3J 

.,. If he defects: u1 =11 + J 

.,. Fo llows if J?: ½ 

A, 
B, 
c, 

.,. Player 1· 

... If he follow;; U1= 10 + 3J 

.,. If he defects: u1 =ll +J 

.,. Folb.vs ifJ ?: ½ 

.,. Player 2· 

A, 
B, 
c, 

.,. Player 1· 

.,. If he follows: u1 = 10-3.5 

.,. If he defects: u, =ll+J 

.,. Fo llows if J?: } 

.,. Player 2· 

Stage Game 

A, B, 
(10 , 10) (0 9) 
(11 , -1) (31) 
(lL-'l_jO 0) 

Stage Game 

A, B, 
(10.10) (09) 
(11, - 1) (3 1) 
(11, - 2) (0 ,0) 

.,. If he follows: 11:2 = 10 + X 6 

Stage Game 

c, 
(0,9) 
(0,0) 
(1 ,3) 

c, 
, (0,9) 

(0,0) 
(1, 3) 

;: gf: ~~)) ~ 
c, (11, - 2) (0 0) (1 ,3) 

.,. Player 1: 

.,. If he follows: u1 = 10-36 

.,. If he defects: u, - ll + J 

.,. Fo llows if J:?: ½ 

.,. Player 2 

.,. If he follow;; 11:2= lO + X d 

.,. lfh edefect5: u2 =9 t X J 

.,. Play<:>r 1· 

.,. If he follow;;: u,= 10-36 

.,. lfhedefect5: 111 - ll +J 

.,. Fo llows if J?: ~ 

.,. Player 2: 

.,. If he follow;; 11:2= lO + X d 

.,. If he defects: u2 =9 I X J 

... Fo llows 

Stage Ga me 


